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Abstract- Person authentication is done mostly by using one or more of the following means as text
passwords, personal identification numbers, barcodes and identity cards. The technology has been
improved to securethe privacy via biometrics. Unimodal biometrics are nor mally used to provide per sonal
authentication. In this paper multimodal biometrics, combination of palmprint, hand geometry, knuckle
extraction and speech are applied to authentication with improved security. In this paper we propose a
new approach in multimodal biometrics by applying Least mean square algorithm, which is one of the
adaptive filtering algorithm to preserve the privacy.
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l. INTRODUCTION

A. Authentication

Nowadays people are connected electronically withdut bounding trends of internetcommerce and m-
commerce. A network is established electronicathoag individuals, organizations, etc. To conneobulgh the
internet the individuals have to establish the fiten That is known as person identification or smr
authentication. This is essential for the accessetfvork and reliable transactions. Person auttetidn can be
done by different methods like knowledge, tokend biometric (e.g., face, gait). Person autheritoat usually
done through text passwords, personal identificatiombers, barcodes and identity cards. Theseifidation
methods do not change their value with respecime tand also unaffected by the environment. Theomaj
drawback of them is that they can be easily misasddrgotten. When the services increase it isamageable to
remember the authentication secrets for differemvises. In order to avoid all these drawbacks uke of
biometric features for person authentication ifgred. Any physiological and/or behavioural chégeistics of
human can be used as biometric feature for theeatitiation as they have the properties of univitysal
distinctiveness, permanence, collectability, cirgantion, acceptability and performance. Passwoihat can be
shared, forgotten or stolen, but not the biometric.

B. Biometric System

Making combinations of digits or stealing the caaasier but the acquisition of biometric is mooenplex.
Hence, biometric is more secure compared to PINpasdword. Book keeping can be avoided as bionegride
used for most of the applications, but passwordgasirable to be different for different applioas. Any one of
the human physiological or behavioral characteriséin be used as a biometric characteristic (itmlicto make
personal identification. Commonly in use biometf&atures include speech, face, signature, fingént,pr
handwriting, iris, DNA, Gait, etc.

C. Multimodal Biometric system

When biometric systems uses single source of irdtion then they are called as unimodal systems.nWhe
they combine multiple sources of information (likece, fingerprint and iris) they are called multohab
biometrics. Multimodal biometric systems can achibetter performance compared with unimodal syst&ims
information from the multiple sources are integiagééher in the earlier stage of the process thénater stage of
the process.
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The rest of this paper is organized as followstiSe@ reviews the supported literature. Sectigreésents a
description of the implemented algorithms. Sectois illustrated with the experimental results. Tfficiency
and effectiveness of the algorithm were discusdgdally, Section 5 concludes the paper with further
enhancement.

[l LITERATURE SURVEY

Hong and Jain [5] proposed an identification systeased on face and fingerprint, where fingerprint
matching is applied after pruning the databasdaga matching. Kittler et al. [2] have experimentgth several
fusion techniques for face and voice biometricsluding sum, product, minimum, median, and maxintutas,
among them they noted that the sum rule is noifgigntly affected by the probability estimatiorrens and this
explains its superiority.

Brunelli and Falavigna [3] used hyperbolic tang@ahh) for normalization and weighted geometricrage
for fusion of voice and face biometrics. Ben-Yacaetbal. [4] considered several fusion strategieshsas
support vector machines, tree classifiers and ftay@r perceptrons, for face and voice biometridee Bayes
classifier is found to be the best method. Ross daid [1] combined face, fingerprint and hand geioyne
biometrics with sum, decision tree and linear distrant-based methods.

[I. PROPOSED ALGORITHM

The research on multimodal biometrics reveals warioew aspects of the specified area. It showsthieat
existing multimodal biometric systems were devetbpg combining speech, palmprint, signature, fipget ,
iris and face etc. In this paper, the proposed Vimckises on a multimodal biometric system by comnigipalm
print, hand geometry, knuckles and speech of aoperBhese characteristics obtained from the usefused
together and used for further identification. Wegwse LMS algorithm, one of the secure adaptiveriilg
algorithms is applied to the data to preserve theapy. The hand images are captured using 3-Daligamera
for the extraction of palmprint, hand geometry amickle extraction. The speech is recorded through
microphone in a closed environment.

A. Palmprint

a) 3-D palmprints extracted from the range imadeb® hand (region between finger valleys and thistjv
offer highly discriminatory features for persondeintification. We employ the SurfaceCode 3-D palnipr
representation. This is a compact representatitichnis based upon the computation of shape intlevery
point on the palm surface. Based upon the valibeo§hape index, every data point can be classifiealone of
the nine surface types. The index of the surfadegoay is then binary encoded using four bits ttamba
SurfaceCode representation.

b) 2-D Palmprint Personal authentication based upon 2-D palmpriatbdeen extensively researched and
numerous approaches for feature extraction andhimgtcare available. We employ the competitive cgdin
scheme. This approach uses a bank of six Gabersfitiriented in different directions to extractcdiminatory
information on the orientation of lines and creaseasthe palmprint. Six Gabor filtered images areduso
compute the prominent orientation for every pixeltte palmprint image and the index of this origatais
binary encoded to form a feature representation. .

B. Hand Geometry

a) 3-D features extracted from the cross-sectidinger segments have been highly discriminatory and
useful for personal identification. For each oé ttour fingers (excluding thumb), 20 cross-sectidivger
segments are extracted at uniformly spaced distaatmng the finger length. Curvature and orientaffim
terms of unit normal vector) computed at every dadint on these finger segments constitute theufeat
vectors.

b) 2-D Hand Geometry 2-D hand geometry features are extracted from itherized intensity images of the
hand. The hand geometry features include fingegtlkenand widths, finger perimeter, finger area patin
width. Measurements taken from each of the fougdis are concatenated to form a feature vector.

C. Dynamic fusion strategy

Normally the palmprint and hand geometry scoresaeie¢d from the pose corrected range and intensity
images are combined together. But Pose correctidheoimage may lead to loss of information arotine
finger edges and, therefore, results in incomplgt@rtial) region of interest for finger geometryafiere
extraction. Hence we use the orientation inforrmtiestimated in the pose normalization step foryepeobe
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hand to selectively combine palmprint and hand getomfeatures. The dynamic combination identifesl
ignores those poor hand geometry match scoresiby the estimated orientation of the hand.

D. Extraction of Knuckles

The finger geometry parameters are extracted fieenhiand images acquired are employed to locate the
gray level pixels belonging to the four individdalgers. These finger pixels are used to extraetkhuckle
regions. First, four additional points are locafeminm the finger contour. Two of them are one-thafdthe
distance between the fingertip and the base poirise finger and the other two are two-thirdshe# tistance.
The line joining the middle points of the line segits defines the line of symmetry of the fingeipstegion.
The length of the strip is taken to be the lendtthe finger. The width of the strip is taken tothe minimum
distance between the base points of the fingerh Wiis length and width, the Region Of Interest [R@xels
for each of the four fingers are extracted symroaliy on both sides of the symmetry line. In tad&d finger
geometry features are computed from each of thgef8) resulting in a total of 24 finger geometratéees.
These include one finger length, three finger wsditinger perimeter, and finger area. The normttraof
extracted geometrical features is essential becafug® variation in their ranges and order. Thes knuckles
are to be extracted.

Min-Max normalization

i iy — min( )
oy

k= Al ) — mingge, )
Z-score normalization
b L
Ty = —J,
Once the finger regions are segmented, the knuad@ons are located for the extraction of reliable

features. It may be noted that the finger imagaseted from each hand image vary in size. We agdpivo
methods for extracting knuckle regions from thensegted fingers.

Method A: In this approach, a fixed size knucklgioa of the finger is extracted based on the filgegth. For
example, along the central line of the finger, gioe of fixed size 80 x 100 pixels is extracted syetrically
from the middle finger at a distance of one-thind tength from the tip of the finger. Likewise,egion of 50
x100 pixels is extracted from little and index fémg while a region of 80x 100 is extracted fromrihg finger.

Method B: Another method is applied to further iy the localization of the region of interest. Tdanny
edge detector is first applied on the extracteddinimage. The density of the high intensity pixgsthe
resultant image is used for ROI extraction. In kineckle region, the density of intensive pixels/&y high.
This region can be extracted on either side ofceéwral line. Hence, a 80 x100 pixel highly dernsgian is
extracted centrally from the base part of the finddat is a region with mostly edge elements alhgfinger
symmetry line, In the same way, fixed regions a€$50x 100 pixels are extracted from little anceinéingers.

E. Speaker Feature extraction

The fMAPLR is a linear regression function that jpots speaker dependent features to speaker
independent ones, that is known as an affine toamsflt consists of two sets of parameters, biagore and
transforms matrices. The former, representing tie érder information, is more robust than theelgtthe
second-order information. We propose a flexiblegyscheme that allows the bias vectors and theigeatto
be associated with different regression classesh $sliat both parameters are given sufficient dtegisn a
speaker verification task. We utilize a maximanposteriori (MAP) algorithm for the estimation of feature
transform parameters that further alleviates thesiisbe numerical problem.

If a speech utterance spoken by a speaker is egezb by a sequence of feature vectors, which are -
dimensional vectors. We define the fMAPLR functihat maps the speaker’s feature vector to a speaker
independent feature vector as follows:

v = Fluy"0)) = Ay +
Here three sets of parameters are applied, that)atee GMM parameter set, 2) the hyper parameset,
and 3) the fMAPLR parameter set are GMM and hypgameter sets are estimated on the background data

and fMAPLR parameter is estimated on the spealdata. We jointly estimate the hyper parameterstaad
GMM parameters to maximize the likelihood on thekzgound data.
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An important issue in speaker recognition is theagpeaker intersession variability such as thenok
effects. In thefeature domain, the variability in feature vectoes be normalized by methods such as fe:

mapping.

a) Estimation of Hyper parameters

The hyperparameters and the GMM parameters anmadsti together to maximize the likelihood on
background data. Ehestimation is carried out by using the methodaltédrnative variables, in where t
hyperparameters are updated iteratively in multgikps, each estimating one subset of hyperparesniey
fixing the other hyperparameters.

b) Estimation of fIMAPLR Parameters

By computing the given hyper parameters and the Gldalameters, the fMAPLR parameters
estimated. Similar to the estimation of hyper patars, we adopt the method of alternative variale
estimate.

Step 1) [nitialization: _flif"] are set to be identity matrices and
b}” are set to be zero vectors.

Step 2) Estimation {Jj"_}l}fj by Fixing EJE""]: In this step. _.-1?]
is estimated by fixing FJ:-‘"":I. The updating formula for
the rth row of _-1'-‘:] Several EM iterations can be
performed. 3 )

Step 3) Estimation -::5(-’;}""3' by Fixing _»’1}:""']: In this step. -'J:;"'J is
e!_-shj mated by Axing _-'12.*']. The updating formula for
B Several EM iterations can be performed.

Step 4) [freration between Step 2 and Step 3 until a criterion
is satisfied.

F. Fusion techniques

Here in this papenve have experimented various fusion strategies.rébelts which are the outcome
various fusion techniques are analyzed. We havieabgata level fusion, feature level fusion andcehascore
level fusion for combining palmprint, hand geomekmucklie extraction and speech.

a) Data level fusion, also called pixel level fusimembines several sources of raw data to produce
raw that is expected to be more informative andtstic than input. It is the low level fusit

b) Feature level fusion, is the one in which the dditined from each biometric modality is computsc
a feature vector. It is intermediate level fusitincan compress data for processing. As the etk
features have a direct relationship with dion. The result of fusion has more feature infoiora
required for decision makin

c) Matching score level fusion is the most commonlgdubiometric information fusion strategy beca
matching scores are easily available and because ritain sufficiet information to distinguisl
genuine matching from impostor matching. Generallyult-biometric system based on the matck
score level fusion works as follows: each subsystd#nthe mult-biometric system exploits or
biometric trait to produce a mihing score. Then these matching scores are nomdadind integrate
to obtain the final matching score or final deaisfor personal authentication. We have employed
rule, serial rule and weighted sum rule in thislesf fusion

Serial rule: LetX = (Xy,..., Xgy) and Y = (Y,,..., Yq4) Y Y be vector sets of three differe
modal features. Then the fusion features in sevial wereZ = (Z,..., Zy) . Here d is the number

samples. Theifusion feature is *i ... ¥ | W ¥ ). Heré’:' denotes the " dimension of
the f" vector.

Sum rule: LetX = (Xg,..., X9) and Y = (Y,..., Yg) Y Y be vector sets of two differe
modal features. Then the fusion features in seul® wereZ = (X; +Yy, Xq +Yg) . Here d is the

number of samples. Th¥ fusion feature is (i .*i 3 3 ). Here*: denotes the th
dimension of the"lvector

Weighted sum rule: LeX = (Xy,..., Xg) and Y = (Y,..., Y4) Y Y be vector sets of two
different modal features. Then the fusion featimeserial rule wereZ = (X; + wY 1, Xg +wYy) . Here
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" fusion feature is ¥: +vw¥ %I +Ji ). Here*: denotes the

d is the number of samples. T
m™ dimension of the"vector

We employ data level fusion, feature level fusiowl anatch score level fusion in this pag
First, 2-D, 3D palmprint and -D, 3-D hand geometry features are combined by usingrdiméusion
strategy. Then it is combined with knuckle extractiand spech extraction by using the abo
mentioned fusion techniques. This is illustratefignre 1

3-D, 2-D
palmprint
A
3.D, 2.D Hand Comblped 3-D, 2-D
palmprint & 3-D, 2-
Geometry

» D hand Geometry

: v
Extraction of
Knuckles o Applying Fusion > Result
" Techniques
A
Speaker
Extraction

Figure 1 Fusion of modalities

V. AN IMPROVEDPRIVACY PRESERVING AIPROACH FOR MULTIMODAL BIOMETRICS
a. Secure Adaptive Filtering

Instead of sending full raw data, we are sendimgethcrypted privacy preserving data by usthe secure
adaptive filtering techniques. In our new approagh,employ Least Mean Square (LMS) algorithm, whic
one of the adaptive filtering algorithm. The chaeaistic of this algorithm is that it comprise onlipear
operations, while having asgentially nonlinear behavior due to their adaptigéure. Thus, it can be assun
that homomorphic processing can yield a quite iefficsolution.

There are no complete homomorphic cryptosystenis isse. The major contribution in this scenaric
Gentry’s poly-time and polgpace fully homomorphic cryptosystem, whose comstfactors make i
impractical. Hence, using only homomorphic proaggsimplies resorting to interactive protocols
performing multiplications between encrypted vaJussfor any other more complex operation. The input
the secure protocol must be quantized prior toygriom. So, it is necessary to work in fixed poémithmetic,
keeping a scale factor that affects all the valusder encryption. This factor will incre: with each encrypted
multiplication, limiting the number of allowed itgions of the adaptive algorithm, until the encegbhumber:
cannot fit the cipher, when it is said that theheipblows ug

There are two approaches for devising a private Jiwt8ocol, depending on whether the output is ei
disclosed or given in encrypted form. The simplagproach is the one in which the output of the L
algorithm can be disclosed to both parties; is case, a secure protocol could be quite efficesnthe probler
of the increased scale factor can be easily sdyebquantizing the outputs in a clear way aftergiteration
without any additional overhead. It requires ontyrtomorphic additionsnd multiplications and interacti\
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multiplication gates. Nevertheless, besides itsp8oity, this scenario is of no interest due to tlaet that
disclosing the output gives both parties all theessary information for retrieving the other pastgrivate
input and rendering the privacy-preserving solutionecessary and unusable.

Algorithm 1 Homomorphic Processing (HP) PrivateLMS
Protocol
Inputs: A: dpn, wo; B un, wo
Outputs: [[yn].

A

| B

Initialize carriedFactor= 2™/, updateFactor= 2°%"r .
Encrypt inputs and send [dn] to B. |

for £k = 1 to Nijter

Perform the vector multiplication
[ye] = [we] - wi.

Scale [d;. 1 =
[di]-carriedFactor.

Obtain [e}] = u - ([df] — [uxl)-
Perform the scalar multiplication
[Aww,] = [e}] - 2.

Update the coefficients
vector [Twrr1] =
[wi]-updateFactor+[Awy].
Update carriedFactor=carriedFactor-updateFactor.

[ Output [y].

endfor

The private output scenario is more realistic, @rsl the one on which we will focus, as it corresgs to
the case where the LMS block can be used as a mada more complex system whose intermediate Egna
must not be disclosed to any party. Several sesahations for privacy-preserving adaptive filteritigat
involve homomorphic processing, garbled circuited ainteractive protocols, in order to overcome the
limitations of the three technologies, while priofif from their respective advantages. The leastnnsegares
(LMS) algorithm is a prototypical example of a telaly simple but powerful and versatile adaptiifef.

V. EXPERIMENTAL ANALYSIS

The hand images on the palm side and dorsum sithkén by 3 D camera and the speech is recorded
through microphone in a closed environment. Theseges are processed to extract palm print, hanchegep,
knuckle and speech pattern. These features are together using various fusion techniques. Irjtjalve
combine 2-D, 3-D palmprint and 2-D, 3-D hand geagnétatures by using dynamic fusion strategy. Ttien
palmprint and hand geometry features are combiniéld kmuckle extraction and speech extraction. Weeha
applied various fusion techniques like data lewsidn, feature level fusion, sum rule, serial rahel weighted
sum rule. These fusion techniques are applied wrdeda at the first level. In the second level teasan square
(LMS) algorithm, a simple, powerful and versatidagtive filter is applied to the biometric featur&hen the
data are fused using various fusion techniques.rébelts obtained from the raw data and the datlh WS
algorithm are analyzed. The error rate and accuea@l varies with fusion strategies in both theels.

When we employ raw data the serial rule shows betteuracy level, and the error rate is less. Bat t
accuracy is lesser in data level fusion, and ther eate is more. While the data is subjected tuseadaptive
filtering by using LMS algorithm and fused togetlmr applying various fusion techniques, weightethsule
over perform others. It shows higher accuracy lewel lesser error rate.

The graphs (Figure 2 and 3) show the accuracy levelaw data and the error level for raw data with
LMS algorithm respectively. The figure 4 illuseagraph ,which shows the accuracy level for fildedata with
LMS algorithm and figure 5 illustrates graph, whishows the error level for filtered data by usiigS
algorithm.

In general biometric system can be evaluated sefakgative rate, false positive rate, true pasitate
and true negative rate. On analyzing the abovdtseapplication of serial rule found to be moreeefive on
raw data without using LMS algorithm, but weightadn rule is found to be more effective on filtededa with
LMS algorithm. The accuracy level is high when ltedean Square algorithm is applied. The table is
illustrated with the comparative values of fusi@thniques applied to raw data and filtered dath WIS
algorithm.
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Algorithm
Table 1: Performance Comparison of fusion techréqureraw data and data applied with LMS algorithm

False negative rate False positive rate True pesitite True negative rate

FUSION TECHNIQUES With | Without LMS | With | Without LMS | With | Without LMS | With | Without LMS
LMS (raw data) | LMS (raw data) | LMS (raw data) | LMS (raw data)
SERIAL RULE 1% 2% 2% 1% 3% 3% 4% 4%
SUM RULE 2 % 1% 1% 4-5% 4 % 3% 3% 2%
WEIGHTED SUM RULE 1% 0% 1% 4-5% 49 3% 4% 3%
DATA LEVEL FUSION 1% 3% 3% 4-5% 2 % 1% 4% 2%
FEATURE LEVEL FUSION| 1% 3% 3% 3-4% 3% 2% 3% 2%

VI. CONCLUSION

We have developed a multimodal biometric systemcbsnbining palmprint, hand geometry, knuckle
feature and speech. Various fusion strategiessikal rule, sum rule, weighted sum rule, datalléy&on and
feature level fusion are applied to these biomdtads. These fusion techniques are applied to data. We
employed LMS algorithm, an adaptive filtering aligfom to data for securing the privacy of the ddthe data
are subjected to various fusion techniques. Tha dabjected to secure adaptive filtering by usingSL
algorithm shows higher accuracy level. In futdiée can combine these biometric features using qtheacy
preserving algorithm to enhance the security l@aveluthentication. In future, we will extend ousearch with
combining different biometric modalities and vasanther techniques to enhance the security.
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